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Abstract
In many real-world applications, incoming data are often available as data streams characterized by huge 
volumes of instances and rapid arrival rates, which often requires quick response. Besides special computational 
requirements,  another challenge is the non-stationary characteristics of such data, where the data and target 
concepts change over time in a phenomenon of concept drift. In this talk, the di�erent types of drifts will �rst be 
characterized. Then, we will present various, own proposals for ensembles of incremental predictive models 
(such as AUE, OAUE) and discuss experimental evaluation of their adaptation to various types of drifts. The task 
of learning classi�ers from streams becomes even more challenging in the presence of additional data 
complexities, in particular imbalances between cardinalities of target classes.  Most existing work focuses on 
designing new incremental algorithms for dealing  with the global imbalance ratio only and does not consider 
other data complexities (which are known to be di�culty factors for learning classi�ers from static data). As the 
interactions between concept drifts and such local data di�culty factors is not su�ciently investigated in 
concept drifting data streams, in this talk we will present a new categorization of concept drifts and local data 
di�culty factors for imbalanced data streams. Then, we will summarize results of our recent  comprehensive 
experimental study with representative on-line classi�ers applied to various synthetic  and real-world 
imbalanced data streams. The results show di�erences in existing classi�ers’ reactions to such factors and drifts. 
Combinations of multiple di�culty factors are the most challenging for many classi�ers, which are not able to 
recover from these drifts. Therefore, a specialized generalization of online bagging ensemble, which should 
handle some of these combined di�culties, will be presented.  At the end of the talk, we will address the 
challenges of explaining the predictions of such streaming models  and their reaction to changes in evolving 
data. This is related to the recent few works on adaptation of XAI paradigms in this context.
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