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Abstract
Back in 1988, game trees for chess were among the largest search structures in real-world computing. Because such trees are too 
large to evaluate exhaustively, chess programs must rely on heuristic strategic decisions based on partial information—making 
them a powerful case study for teaching AI search. In one of his lectures that year on AI search for games and puzzles, Professor 
Hans Berliner — a pioneer in computer chess — stated: “Intelligent heuristics are the future of computing.”

As a student of computing theory, I was naturally perplexed but fascinated by this perspective. I had been trained to believe that 
"algorithms and computational complexity theory are the foundation of computer science." And yet, my own journey to 
understand heuristics in computing has played a de�ning role in my career as a theoretical computer scientist. Over time, I’ve come 
to appreciate Berliner's statement as a far-reaching worldview—one that resonates even more in our current era of rich, complex, 
and multifaceted data and models, where computing interacts deeply with science, engineering, the humanities, and society.

In this talk, I will re�ect on my experiences with heuristics in computing, highlighting examples of theoretical work aimed at 
understanding the behavior of heuristics on real data, as well as e�orts to design practical heuristics with meaningful theoretical 
foundations. My hope is that these insights—drawn from techniques such as spectral partitioning, multilevel methods, the 
simplex method, and regularization for optimization and machine learning—can shed light on, and perhaps inspire, a deeper 
understanding of the current and future techniques in AI and data mining.


