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Abstract—Most existing or developing IoT communication
standards are based on the assumption that IoT services only
require low data rate transmission and therefore can be sup-
ported by limited resources such as narrow-band channels. This
assumption rules out those IoT services with burst traffic, critical
tasks, and low latency requirements. In this paper, we propose to
utilize idle devices in IoT networks to boost the transmission data
rate for critical tasks through multiple concurrent transmissions.
This approach virtually expands the existing narrow-band IoT
protocols to support channel aggregation in order to realize
low latency services for critical tasks in IoT networks. We
propose task-balance method (TBM) and first-link descending
order (FDO) to determine the relay order and data partition in
a given relay set. We theoretically prove that the optimal relay
configuration that minimizes the uploading latency can be derived
in polynomial time. We then show that relay selection problem
is NP-hard and propose a greedy algorithm to approximate the
optimal solution within a 1/2 performance lower bound. The
simulation results shows that the proposed approach can reduce
the latency of critical tasks up to 76% comparing with traditional
approaches.

I. INTRODUCTION

Internet of Things (IoT) devices are expected to spring up
among us to improve the quality of life in the near future. Most
IoT devices have wireless communication capability including
local access such as Wi-Fi, bluetooth, and/or long-range access
such as LTE, LoRA. The long-range access techniques is more
appealing for the larger coverage, but the transmission data rate
is usually limited in exchange of better energy efficiency and
massive device access supports. This limitation partly comes
from the maximum bandwidth each device allows to utilize.
For instance, a narrow-band IoT device in LTE systems can
only access one channel within 180kHz bandwidth at a time,
even if multiple channels exist in the system. This leads to a
250kbps downlink bit-rate and 20kbps uplink bit-rate.

Such a limited per-link data rate may satisfy average
requirements of some IoT services but not for those with
burst traffic requirements. For instance, a surveillance camera
may be monitoring in a lower resolution mode and therefore
requires only low data rate. Nevertheless, when an emergency
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event occurs, it may be required to switch to full resolution
mode to collect better images. The captured image also should
be uploaded as soon as possible in order to provide real-
time information for authorities. The existing narrow-band IoT
protocols cannot support this type of applications since such
burst uplink traffic will be failed to be delivered in the required
latency with the limited per-link data rate.

Device-to-device (D2D) communication refers to exploit
hop-by-hop transmissions between multiple users to reduce
the base station (BS) intervention. The transmission data rate
can be greatly increased due to lower propagation loss. Nev-
ertheless, such a gain comes from the opportunistic proximity
between the source and destination, which is not a typical case
in cellular-based IoT networks. In celluar-based IoT networks,
the final destination of the collected data is mostly a server on
the Internet. The devices must deliver the data to a BS first
in order to gain the access to Internet. D2D communication is
not applicable in such a case.

In many IoT applications, we observe that IoT devices are
usually in the idle state or executing non-critical routines. We
find that these IoT devices may help boost the transmission
rate of certain IoT devices in critical uplink missions by
using both limited cellular data rate and D2D communications.
The basic idea is to let IoT devices in critical tasks to ask
nearby idle devices relaying different portion of the data to the
BS through different channels. Through multiple concurrent
transmissions, we may boost the transmission data rate and
reduce the latency of the critical task. This concept is shown
in Fig. 1. At the first step in Fig. 1a, source node transmits a
portion of data to device 1. The source then starts transmitting
another portion of data to device 2, and device 1 relays
the received data to the BS simultaneously, as shown in
Fig. 1b. Finally, in Fig. 1c, all devices upload data to the
BS concurrently. The advantage of this approach is that the
uploading time is overlapped by exploiting neighbor devices’
communication capability without breaking the hardware and
interface constraints such as low long-range data rate and
narrow-band channels. The protocol can be implemented in
most existing IoT systems which supports both long-range
and short-range access simultaneously, such as narrow-band
IoT devices with LTE D2D support, or LoRA devices with
Bluetooth or Wi-Fi support.

The idea of multiple concurrent transmission is conceptually
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Fig. 1: The concept of boosting. ×: BS. ©: IoT devices. 4: Source node.

similar to carrier aggregation in LTE-Advanced system [1],
[2]. Conceptually, these relay devices form a virtual carrier
aggregation interface for the critical device in order to utilize
multiple channels to deliver the critical task.

Our idea is also similar with cooperative networks. There
exists a rich set of literature about cooperative networks in-
volving full-duplex and half-duplex. Some focus on improving
resource utilization efficiency and link reliability achieved
on full-duplex communication way [3]. Unfortunately, most
IoT devices use half-duplex mode to transmit data due to
the limitation of hardware. Therefore, we focus on half-
duplex relay-based communication in cooperative networks.
The performance enhancement brought by the single relay
model has been extensively studied [4], [5]. In addition to
single relay, multiple relay selection problem is also addressed
in cooperative networks [6]–[8]. In these works, multiple
relays are organized as a virtual MIMO system and forward
source’s data to the destination. However, the relays receive
the whole source’s data by broadcasting, which is different
with our work in which each relay only receives and handles
parts of the data. In addition, most works focus on improving
the reliability of transmissions by exploiting multiple channel
diversity. In contrast, our goal is to minimize the transmission
latency of critical tasks.

In this paper, we propose a novel semi-sequential relay
communication approach to reduce the latency of burst uplink
traffic for critical tasks. Our goal is to minimize the upload
latency through concurrent transmissions with multiple devices
in order to utilize more bandwidth of the system. The chal-
lenges of this approach are two folds: 1) selecting the optimal
relay node set, and 2) determine optimal relay order and data
partition. We first propose task-balance method (TBM) and
first-link descending order (FDO) to determine the relay order
and data partition in a given relay set. The proposed algorithms
sort the helpful idle devices according to their D2D signal
quality and calculate the optimal data partition which should
be delivered by the relay nodes. We theoretically prove that
the algorithm provides the optimal relay configuration that
minimizes the uploading latency and runs in polynomial time.
We then show that the UE relay selection problem is NP-hard
and propose a greedy algorithm which can approximate the
optimal solution within a 1/2 performance lower bound in
polynomial time. Our major contributions are as follows:

1) We propose a novel semi-sequential relay communica-
tion approach to boost the uplink data rate of IoT devices
with limited per-link data rate. The simulation results
showed that the proposed approach significantly reduces
the latency of burst uplink traffic up to 76%.

2) We prove that there exists an optimal relay order and
data partition strategy for a given relay node set to
minimize the overall transmission time. In addition, the
optimal solution can be found in polynomial time.

3) We show that the multiple relay selection problem is
NP-hard, and then an approximation algorithm with 1/2
performance lower bound is proposed

In the rest of this paper, A formal system model and the
problem definition are provided in Section II. Then, given a
relay order, the optimal relay set and data partition strategy
is discussed in Section III. Based on the results from Section
III, we then show the hardness of the multiple relay selection
problem and then propose a greedy algorithm in Section IV.
The simulation results are illustrated in Section V. Finally, we
draw our conclusions in Section VI.

II. SYSTEM MODEL

We consider a cellular system that consists of one base
station (BS), one source device, and N devices. The source
requests an upload transmission service and attempts to send
D-bit data to the BS. All devices including the source are
capable of using D2D communications to perform direct
transmissions among devices. Nevertheless, they all equip with
exactly one antenna and cannot perform D2D communication
and conventional cellular transmission simultaneously. There
are F channels with equal bandwidth available in the system,
and each device can utilize at most one channel at a time.
Unlike the devices, a BS usually equips with multiple antennas
and can simultaneously receive data from F channels. Our
goal is to minimize the upload transmission time, i.e., the
upload latency, for the device with critical tasks in cellular-
based IoT networks.

A. Semi-sequential Relay Approach

We exploit the idle devices, D2D communications, and
all available channels to minimize the transmission time. We
assume that the data can be divided into multiple parts, each
with different amounts. The idle devices may help relay the
data concurrently through transmitting on different channels.
We utilize these characteristics and propose a semi-sequential
relay approach to transform the single-link transmission from
one device to multiple-link concurrent transmissions from
multiple relay devices. The key of reducing the total transmis-
sion time is to maximize the overlap of the these concurrent
transmissions.

An example is illustrated in Fig. 2a, in which the source,
denoted by s, is assumed to upload 100M-bit data to the BS.
We use this example to illustrate the effect of relay order and
partition on the transmission time. In the traditional single-
link transmission approach, the source spends 100Mb/6Mbps
= 16.67s to finish its transmission. Nevertheless, if source s
respectively sends 35, 20, and 40 Mbits to devices 1, 2, and
4 for relay, and finally sends 5 Mbits to the BS by itself,
the total upload time could be then reduced by relaying these
partitioned data to the BS via devices 1, 2, and 4. Intuitively,
the total upload time equals the longest duration among the



concurrent transmissions. In this example, the transmission
s → 4 → b is 35

27 + 20
24 + 40

28 + 40
18 = 5.78s. Nevertheless,

if we adjust the relay order to be devices 4, 1, and 2 with the
same data allocation, the longest transmission time occurs on
path s→ 2→ b, and the total upload time therefore becomes
40
28 +

35
27 +

20
24 +

20
24 = 4.40s. Clearly, both relay order and data

partition may influence the total upload time.

B. Problem Formulation

We formally formulate the semi-sequential relay approach
as a relay selection and ordering problem. Assume that source
s attempts to send D-bit data to BS b and has N idle
neighbors (i.e., relay candidates). Let F denote the number
of channels in the current LTE-system and Ms denote the
set of relay candidates of source s, where |Ms| = N . Let
Ls = {ls,i|i ∈ Ms} and Lb = {lj,b|j ∈ Ms} denote the
set of links from source s to relay candidate i and the set
of links from relay candidate j to BS b, respectively. Since
each link has individual link bandwidth, we further define
Cs = {Cs,i|ls,i ∈ Ls} and Cb = {Cj,b|lj,b ∈ Lb} as the
transmission bit-rate on ls,i and lj,b, respectively.

To calculate the total upload time t, the transmission com-
plete time of each Pi is needed, which is related to the relay
order of device i and the amount of data relayed through
Pi. Let’s assume that the source s selects n idle neighbors
including itself as its relay set, denoted by M′s ⊆Ms∪{s}. For
an M′s, source s also determines their order of transmission,
i.e., relay order, denoted byMs = (m1, · · · ,mp, · · · ,mn, s),
where mp ∈ M′s. The source s then determines the amount
of data each device is responsible to relay. Specifically, it
determines an assignment of data allocation of relay orderMs,
denoted by Ds = (D1, · · · , Dp, · · · , Dn, Ds),

∑n
p=1 Dp +

Ds = D, where the source s sends Dp-bit data to device
mp sequentially following the relay order Ms. Then, source
s directly sends the rest Ds bits to BS b. Intuitively, the
total upload time T is the longest transmission complete time
among Pmp

, i.e., T = max(tmp,b + Dp/Cmp,b)), where ti,b
represents the start time that the data are sent on the link from
device i to BS b. Thus, the objective of this semi-sequential
relay system becomes a min-max problem as follows:

min
M′

s,Ms,Ds

max
mp∈M′

s

(tmp,b +
Dp

Cmp,b
), (1)

where
tmp,b = ts,mp

+
Dp

Cs,mp

, (2)

ts,mp+1 = tmp,b, 1 ≤ p ≤ n, (3)

ts,m1
= 0, (4)

subject to
Dp ∈ (0, D], (5)

n∑
p=1

Dp +Ds = D. (6)
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Fig. 2: The example of semi-sequential relay approach.

|M′s| ≤ F (7)

The upload time of a relay consists of three components:
the waiting latency before source s transmits data to the relay
(i.e., ts,mp

in Eq. (2)), the propagation delay from source s
to device mp (i.e., Dp/Cs,mp

in Eq. (2)), and the propagation
delay from relay mp to BS b (i.e., Dp/Cmp,b in Eq. (1)). Eq.
(2) shows the relation of start time between Ls and Lb on
Pmp

. Eq. (3) shows the relation of start time between ls,mp

and ls,mp+1
, and guarantees that source s transmits data to at

most one device at any time during the transmission. In Eq. (4),
We show the boundary condition of ts,mp

, i.e., ts,m1
. Since

source s requires to send D-bit data to BS b, we formulate
the constraints of data size in Eq. (5) and (6). Finally, Eq. (7)
shows the maximum number of relay devices can be used.

In Eq. (1), the optimal solution of this problem is to find
the optimal relay set M′∗s , optimal transmission order M∗s of
M′∗s , and optimal data allocation D∗s .

III. OPTIMAL RELAY ORDER AND DATA PARTITION

We first consider the case that the number of relay candi-
dates is less than the number of total available channels, i.e.,
N < F . Under this setting, any relay set M′s is feasible as
Eq. (7) always holds. We now show that the optimal relay
selection, relay order, and data allocation can be derived in
polynomial time under this setting.

Intuitively, for any idle neighbor of source s, if the transmis-
sion data rate from source s to the neighbor is less than that
from s to BS b, the neighbor’s relay will never be helpful to
reduce the overall transmission time. Thus, the source s should
always avoid selecting such neighbors as candidate relays, that
is, a device i will be added into the set of relay candidates
only if Cs,i > Cs,b For convenience, for a device mp in relay
order Ms, Cs,mp

and Cmp,b are respectively abbreviated to
Fp and Sp to represent the data rate of the first and second
link. Specially, Cs,b is abbreviated by Ss.

In the following, we will show three key properties of the
optimal solution, which are 1) the optimal relay set is the set
of all relay candidates of source s, 2) the optimal relay order is
the order of devices sorted by Cs,i in descending order, and 3)
the optimal data allocation method is to let the transmissions
of all devices (i.e., m1, · · · ,mn,s) finish simultaneously.

To minimize the transmission time, we first propose task-
balance method (TBM). We then provide three theorems as
follows: Theorem 1 proves that, given a relay order, our pro-
posed TBM can determine its optimal data allocation, which



makes all transmissions finish simultaneously to minimize the
upload time of this relay order. Theorem 2 further points
out the optimal relay order of a relay set in TBM is first-
link descending order (FDO). Finally, Theorem 3 describes
the optimality of FDO combining with TBM among all
possible relay strategies in the proposed semi-sequential relay
approach.

We first introduce a data allocation method, which lets
all transmissions of relay candidates finish simultaneously.
The high level concept is to calculate a data allocation ratio
between a relay and its next relay in a relay order, which can be
achieved by making the transmission time of a relay’s second
link equal the total transmission time of its next relay. For
example, assume that there is a relay orderMs = (m1,m2, s).
According to our scenario, relay m2’s data receiving should
be after relay m1’s data receiving, and source s finally uploads
data after relay m2’s data receiving. Therefore, if a data
allocation Ds = (D1, D2, Ds), which makes the transmissions
of m1, m2, and s complete simultaneously (i.e., tm1,b+

D1

S1
=

tm2,b+
D2

S2
and tm2,b+

D2

Ss
= ts,b+

Ds

Ss
), exists, we can derive

the equation, D1

S1
= D2

F2
+ D2

S2
and D2

S2
= Ds

Ss
from Eqs. (2)

and (3). Finally, we have D1

D2
= S1(F2+S2)

F2S2
and D2

Ds
= S2

Ss
. In

general case, the allocation ratio can be formally formulated
as D1:· · · :Dp:· · · :Dn:Ds = r1:· · · :rp:· · · :rn:rs, where

rp = Sp

p∏
j=2

Fj

n∏
k=p+1

(Fk + Sk), and rs = Ss

n∏
j=2

Fj . (8)

By applying this allocation method to a relay order Ms,
the total transmission time, denoted by T (Ms), equals the
complete time of each relay’s transmission (i.e., T (Ms) =
tm1,b+

D1

S1
= D1

F1
+ D1

S1
). However, the total transmission time

can be further reduced by removing a relay mp fromMs and
re-allocating mp’s data to other devices if

T (Ms) > T (Ms\{mp}), 1 ≤ p ≤ n. (9)

Due to a limited number of pages, we skip the derivation here.
After our derivation based on Eqs. (2)-(4) and (9), the relay
mp should be removed if Xp ≥ 1, where

Xp =
Fp+1

∑n
x=p+1 Sx

∏x
j=p+1 Fj

∏n
z=x+1(Fz + Sz)

Fp

∏n
x=p+1(Fx + Sx)

.

(10)
From Eq. (10), we observe that: 1) whether mp should be

removed only depends on the data rates of all subsequent
devices, i.e., all mq in Ms where p < q ≤ n, and 2) the
relay mp should be kept in the relay order Ms as long as
Fp > Fq, p < q ≤ n.

This allocation method and above observations motivate the
proposed task-balance method (TBM), as shown in Algorithm
1. Given a relay order Ms, TBM first removes some devices
mp that Xp ≥ 1, and obtains a new relay order M′s. TBM
then calculates the proportion of data allocation of M′s. Note
that TBM may alter the relay order by removing some of the
relays. We define M′s is sequentially consistent with Ms if
for every mp,mq ∈ Ms, p < q and corresponding mp′ and

Algorithm 1 Task-balance method (TBM)
Input:

The relay order Ms

Output:
The proportion of data allocation Rs

The new relay order M′
s

1: M′
s ←Ms

2: for all mi ∈M′
s, i from n to 1 do

3: Calculate Xp using Eq. (10).
4: if Xp ≥ 1 then
5: Remove mp from M′

s

6: end if
7: end for
8: for all M′

s do
9: Calculate ri using Eq. (8).

10: end for
11: for all ri do
12: Ri =

ri∑
i ri

13: end for
14: Rs ← (R1, R2, ...)
15: return Rs,M′

s

mq′ in M′s, we have p′ < q′ (i.e., the order of mp′ is still
before mq′ in M′s).
Theorem 1. Given a relay orderMs, the optimal relay order
that is sequentially consistent with Ms and its optimal data
allocation can be obtained by TBM.

Theorem 1 can be proved by the following two steps:
1) Given a relay order Ms that Xp < 1,∀mp ∈ Ms,
the optimal data allocation can be obtained by TBM. 2)
Given any relay order, TBM can find a relay order M′s that
X ′p < 1,∀m′p ∈ M′s and is sequentially consistent with Ms

so that M′s transmission time is lower than all other relay
orders that are sequentially consistent with Ms. The detailed
proof is omitted here due to page limitation.

Next, we show that the optimal relay order is the descending
order of the data rate of each relay’s first link when TBM is
performed.

Theorem 2. The optimal relay order, denoted by M∗s , is
first-link descending order (FDO), or the descending order
of the data rate of each device’s first link. That is, M∗s =
(m∗1, ...,m

∗
p, ...,m

∗
n, s), where F ∗p ≥ F ∗p+1,∀p ∈ {1, ..., n−1}.

Proof. Assume that a non-descending relay order Ms =
(m1, ...,mp, ...,mn, s) exists, and its total transmission time
T (Ms) cannot be reduced by interchanging the order of any
two relays. Since (F1, ..., Fp, ..., Fn) is non-descending, we
respectively discuss the following two cases:

Case 1: F1 < F2

LetM′s = (m2,m1, ...,mn, s) be the relay order that relays
m1 and m2 are interchanged. After allocating data based
on Eq. (8), the data allocation ratio is r′2:r′1:...:r′n:r′s. Since
T (Ms) is the shortest according to our supposition, we have
T (Ms) < T (M′s), which implies

T (Ms) =
D · r1

r1 + r2 + ...+ rn + rs
(
1

F1
+

1

S1
)

<
D · r′2

r′2 + r′1 + ...+ r′n + r′s
(
1

F2
+

1

S2
) = T (M′s)

⇒ F2 < F1,



which is a contradiction. Note that we only calculate the
transmission time of the first relay in Ms and M′s since all
transmissions are finished simultaneously.

Case 2: Fp < Fp+1, p ∈ {2, ..., n− 1}
Let M′s = (m1, ...,mp+1,mp, ...,mn, s) be the relay order

that relays mp and mp+1 are interchanged. After allocating
data, the data allocation ratio is r′1:...:r′p+1:r′p:...:r′n:r′s. Since
T (Ms) is the shortest according to our supposition, we have
T (Ms) < T (M′s), which implies

D · r1
r1 + ...+ rp + rp+1 + ...+ rn + rs

(
1

F1
+

1

S1
)

<
D · r′1

r′1 + ...+ r′p+1 + r′p + ...+ r′n + r′s
(
1

F1
+

1

S1
)

⇒ Fp > Fp+1,

which is also a contradiction.
In summary, based on Case 1 and Case 2, the total transmis-

sion time can always be reduced by interchanging the order
of two relays mp and mp+1 in Ms if Fp < Fp+1,∃p ∈
{1, ..., n−1}. Similar to bubble sort [9], after several iterations,
T (Ms) is minimized only if Fp ≥ Fp+1,∀p ∈ {1, ..., n− 1}.
We defined this order as the first-link descending order
(FDO).

Theorem 3. If the number of relay candidates is less than the
number of channels, i.e., N < F , the upload time from source
s to BS b can be minimized by arranging all relay candidates
of s according to FDO and then performing TBM.

Theorem 3 is a direct result from Theorem 1 and Theorem
2 and we omitted the proof here. We therefore can obtain
the optimal relay order by FDO and data allocation by TBM.
The corresponding upload time is given by Eq. (11). One thing
worth noting that the line 1 to 3 of Algorithm 1 is unnecessary
when the relay order has been sorted based on FDO since
Xp < 1 always holds for all devices mp ∈Ms.

We use an example to illustrate the whole procedure of
optimizing the upload transmission. In Fig. 2a, devices 1,
2, and 4 are selected as source s’s relay candidates due to
their higher data rate of first link compared to the data rate
from s to BS b. According to FDO, the optimal relay order
M∗s is (4,1,2, s), which can be found in O(N logN) time
by sorting. One thing worth noting is that the total number
of possible relay orders is

∑N
m=1

(
N
m

)
m!, which requires

tremendous computation compared to FDO. TBM is then
performed to determine the data allocation of M∗s , namely
D∗s . Based on Eq. (8), the allocation ratio of three devices is
18 · (27 + 21) · (24 + 24) : 27 · 21 · (24 + 24) : 27 · 24 · 24 :
27 · 24 · 6 = 32 : 21 : 12 : 3. Finally, if the total
data size D = 100 Mbits, devices 1, 2, and 4 respectively
forward 100·32

32+21+12+3 , 100·21
32+21+12+3 , and 100·12

32+21+12+3 Mbits to
BS b. Subsequently, source s transmits 100·3

32+21+12+3 to b, as
shown in Fig. 2b. By Eq. (11), the total upload time equals
TTBM(M∗s) = 100 · 32

68 · (
1
28 + 1

18 ) = 4.29 s. The upload
time of our proposed semi-sequential relay approach is only

4.29
(100/6) = 25.74% to the one under conventional single-link
transmission.

IV. MULTIPLE RELAY SELECTION

In this section, we analyze the multiple relay selection
problem when N ≥ F . N ≥ F comes from the fact
that the number of channels or resource blocks is limited in
wireless systems. Since some resource may be occupied by
other existing transmissions, the resource allocated to source
s is limited and, therefore, the number of allowed concurrent
transmissions is also limited. As we mentioned in Section III,
we assume there are only F channels, or the system only
allows F concurrent transmissions. Therefore, we can only
select up to F relay nodes including source node.

Recall that, if N < F , given a relay set Ms, the optimal
relay order Ms can be obtained by applying FDO to Ms.
When N ≥ F , an intuitive scheme is to choose the first
F relays in Ms according to FDO, which may lead to a
sub-optimal solution. For example, in Fig. 2a, if F = 2,
(4,1) should be the optimal solution derived by FDO and
its transmission time equals 100 · 32

59 (
1
28 + 1

18 ) = 4.95 s.
However, the transmission time of relay set (1,2) equals
100 · 7

12 (
1
27 + 1

21 ) = 4.93 s < 4.95 s. Therefore, FDO is
not the optimal choice to determine the relay set.

We may show that the relay selection problem is a quadratic
constraint optimization problem, which has been shown to
be NP-hard [10], [11]. Therefore, we seek approximation
algorithms with performance bounds.

A. Greedy Algorithm

We propose a greedy algorithm to obtain the relay set when
N ≥ F . In each round, from the set of relay candidates, we
select a device that can reduce the most transmission time. Let
G(x,Ms) denote the reduced transmission time if device x
joins Ms, which can be formulated by

G(x,Ms) = T opt(Ms)− T opt(Ms ∪ {x}). (12)

Here, Ms ∪ {x} represents that device x is inserted into Ms

before source s. For example, if Ms = (m1,m2, s), Ms ∪
{x} = (m1,m2, x, s).

Algorithm 2 shows the comprehensive procedure including
N < F and N ≥ F . It terminates when the number of selected
relays is min(F , |Ms|) or when all relay candidates cannot
reduce the time (i.e., G(x,Ms) ≤ 0). In summary, when N ≥
F , the time complexity is O(F3) due to line 8 of Algorithm
2. when N < F , the time complexity is O(N2) due to line
17, i.e., Algorithm 1.

Theorem 4. The proposed greedy algorithm guarantees a
1
2 -approximation to the optimal solution for the proposed
multiple relay selection problem.

We can prove this by verifying that our objective function
(i.e., Eq. (12)) satisfies the properties of matroid and nonde-
creasing submodular set function [12], [13]. The detailed proof
is omitted here due to page limitation.

V. SIMULATION RESULTS

We use NS3 to simulate the LTE-based IoT network. Our
scenario contains two BSs, namely BS 1 and BS 2, at a



T opt(R) =
D
∏n−1

i=1 (Fi + Si)

F1(S1

∏n−1
i=2 (Fi + Si) +

∑n−1
i=2 Si

∏i
j=1 Fj

∏n−1
k=i+1(Fk + Sk) + (Ss + Sn)

∏n
i=1 Fi)

(11)

3 5 7 9 11

100

200

300

400

Number of relays

P
e
rf

o
rm

a
n
c
e
 r

a
ti
o
 (

%
)

 

 

TC
SBO
R−TBM
Proposed

(a) Effect of relay nodes

150 165 180 195 210
0

2

4

6

Distance between source and BS (m)

U
p
lo

a
d
in

g
 t
im

e
 (

s
)

 

 

TC
SBO
R−TBM
Proposed

(b) Effect of distance

3 5 7 9 11
92

94

96

98

100

Number of channels,F

P
e
rf

o
rm

a
n
c
e
 r

a
ti
o
 (

%
)

 

 

Proposed

RSF

RSG

Optimal

(c) Performance gap

Fig. 3: Simulation results

Algorithm 2 Proposed Method for Semi-Sequential Relay
Input:

The set of relay candidates: Ms

Number of available channels: F
The data size of source s: D

Output:
The relay order: Ms

The data allocation of Ms: Ds

1: N ← |Ms|
2: Ms ← (s)
3: if N < F then
4: Ms ←Ms ∪Ms

5: Re-arranging Ms by FDO
6: else
7: for i = 1 to F do
8: Find x = argx∈Ms

max(G(x,Ms)) by Eq. (12)
9: if G(x,Ms) ≤ 0 then

10: break;
11: end if
12: Ms ← Ms\{x}
13: Ms ←Ms ∪ {x}
14: Re-arranging Ms by FDO
15: end for
16: end if
17: (R1, ..., Ri, ...)←TBM(Ms)
18: Ds ← D · (R1, ..., Ri, ...)
19: return Ms, Ds

distance of 500 m. We first randomly scatter 30 devices around
BS 1 within a radius of 250 m, each of which connects to
BS 1. These devices are treated as typical LTE users and
have occupied certain resources in the LTE network. We then
randomly scatter 50 devices around BS 2 within a radius of
250 m. These are treated as inter-cell interference sources. We
deploy the IoT network within BS 1 by additionally scattering
one critical node (treated as the source device) and several
normal nodes (treated as relay candidates) near BS 1, in the
cell, all of which are connected to BS 1. In addition, each
relay candidate connects to the source node through LTE D2D
connections. The remaining simulation parameters are listed in
Table I.

Our proposed method, denoted by Proposed in the simu-
lation, is based on Algorithm 2 combining TBM and FDO

in Section III and greedy relay selection in Section IV. For
comparison, we use 5 other naive methods in the simulations:
1) Traditional Communication (TC): the traditional approach
that the source directly transmits data to BS 1, 2) Single-Best
Relay only (SBO): a cooperative approach that selects only
one best relay node to relay. For the scenario that the number
of channels is more than the number of relay candidates, i.e.,
N < F , we further simulate 3) Random ordering with TBM
(R-TBM): a random relay order which is applied with TBM.
This helps us justify the optimality of proposed FDO method.
For the case that the number of channels is less than or equal to
the number of relay candidates (F ≤ N ), we further simulate
two different relay node selection and ordering methods: 4)
Gain-based Relay Selection and Ordering (RS-G): the relay
set is determined by Eq. (12) and its order is in descending
order, and 5) First-Link-based Relay Selection and Ordering
(RS-F): determine the relay order based on FDO and choose
the first F relays to be the relay set.

TABLE I: Simulation Configuration

Parameter Value
Carrier Frequency 2 GHz [14]
Uploading File Size 10 Mbits
eNodeB Tx power 46 dBm [15]
D2D node Tx power 23 dBm [15]
Path loss (cell link) 128.1+37.6logR [15]
Path loss (D2D link) 46.8+16.9logR [14]
Shadowing loss N(0, 8 dB) [15]
Available MCSs 29 possible MCSs [16]
TTI 1 ms [15]
Granularity of CSI feedback 100 TTIs [15]
Granularity of scheduling 1 TTI [15]
] of Runs 50

A. Number of Relay Nodes

In the first simulation, we show how the number of relay
candidates influence the performance gain. The distance be-
tween source node and BS is 180 m and we randomly scatter
a given number (3 - 11) of relay candidates within a radius of
50 m. We simulate with 50 channels. In other words, there is



no constraint on the number of relay nodes. We measure the
performance of each method by the average upload time of
the critical task.

In Fig. 3a, we let the performance of Traditional Communi-
cation be the baseline and show the performance gain of other
methods. We observe that all methods involving multiple relay
(Proposed and R-TBM) provides a significant performance
boost, that is, a significant reduction in the transmission
time. The gain increase as more and more relay candidates
are available to help transmission despite the fact that the
improvement is diminishing as the number of nodes increases.
We also observe that Proposed method performs better than
R-TBM thanks to the optimal relay order derived by FDO.

B. Distance

Fig. 3b illustrates the upload time of proposed methods
versus the distance between the source with BS. We scatter
7 relay candidates within a radius of 50 meters of the source
node to help transmit its data. The transmission time of
Traditional Communication and SBO significantly increases
as the distance increases. Proposed and R-TBM, on the other
hand, maintain a stable performance regardless of the distance.
It should be noted that with the increase of the distance
between the source and BS, the improvement provided by
the proposed method becomes more significant. It eventually
achieves 4.2 times performance improvement at 210 meters.

C. Relay Selection

Finally, we exam the performance of proposed relay se-
lection process. We distribute 11 relay candidates but limit
the the number of available channels to F . Therefore, the
source node can request at most F devices to transmit the
data. We first use the Brute force method to derive the optimal
relay set which minimize the transmission time and let it be
the baseline. We compare it with the three kind of different
selection-ordering method: Proposed, RS-G, and RS-F. The
results are shown in Fig. 3c. The performance of RS-G is
better than that of RS-F when there are less relay devices
available, but worse when the number of available channels
increases. This is due to the differences in relay selection
process. RS-G can correctly identify those relay nodes who
potentially contribute most to the reduction in transmission
time at early stage, but the performance loss in suboptimal
relay order eventually becomes significant when the number
of channels increases. On the other hand, RS-F provides the
optimal relay order in any given relay set. When the relay set is
close to the complete relay candidate set, the solution is closed
to the optimal solution provided by the Brute algorithm. The
performance of Proposed method is the best of the three and is
approximate to optimal. This is because it selects appropriate
relay nodes and sorts them in the correct order.

VI. CONCLUSIONS

In this paper, we design a novel semi-sequential relay com-
munication approach for cellular-based IoT networks to reduce
the latency of critical tasks through concurrent transmissions

with multiple idle IoT devices. We formulate the problem
as a relay selection and ordering problem. We theoretically
prove that the proposed algorithms, TBM and FDO, provide
the optimal relay configuration that minimizes the uploading
latency when the relay set is given. The optimal solution
for the relay selection problem, which is NP-hard in general,
can be approximated by the proposed greedy algorithm with
a 1/2 performance lower bound in polynomial time. The
performance enhancement is evaluated through simulations.
We observed that the proposed approach can reduce the
transmission time of critical tasks up to 76%.
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